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ABSTRACT

This paper discusses the feasibility of coding an
"undetectable" digital water mark on a standard 512*512
intensity image with an 8 bit gray scale. The watermark is
capable of carrying such information as authentication or
aut hori sation codes, or even a |legend essential for inage
interpretation. This capability is envisaged to find
application 1in image tagging, copyright enforcenent,
counterfeit protection, and controlled access to inmage
data. Two nethods of inplenentation are discussed. The
first is based on bit plane mani pulation of the LSB, which
of fers easy and rapid decodi ng comensurate with stream ng
type image processing. The second nethod utilises |inear
addition of the water mark to the inmage data, and is thus
nore difficult to decode, and therefore offers inherent
security.

1 INTRODUCTION

The desirable properties of an electronic water mark are
undetectability and accurate recovery. The technique
chosen invol ves msequences and derived codes, because of
their random appear ance, and good autocorrelation
properties. These codes can be enployed to manipul ate the
LSB of the inmge data, wthout any apparent inmage
degradation or detectability by a casual viewer. The water
mark data can be encoded by the choice of m sequences and
t heir phases.

The first method involves the use of msequence derived
codes enbedded on the LSB of the image data. The ori ginal
8 bit gray scale inage data is capable of conpression to 7
bits by adaptive histogram manipulation. If this process
is followed by a conpensating mapping to restore the
dynam c range, the resulting imge 1is practically
i ndi stinguishable from the original. Exanples of this



feature wll be denonstrated in the presentation. The
above process enables the LSB to carry the waternmark
information with no errors. Hence, it is easy to decode
by conparing the bit patterns with stored counterparts and
consulting a look-up table. The data is carried by the
choice of sequence (or its conplenment) and its phasing.
The nunber of bytes capable of storage in this manner is
shown in TABLE | as a function of inmage size and sequence
length. This is based on the fact that for a sequence of
length 2"-1, there are 2"-1 disticnt phase snifts. There
are phi(n)/n such sequences, and an equal nunber of
conpl ements. The decoder is shown in Fig.1

The second nethod uses LSB addition for enbedding the
water mark. As a result, the decoder is significantly nore
compl ex, as shown in Fig.2. The decodi ng process nmakes use
of the unique and optinmal auto-correlation

function of msequences, shown in Fig.3. The process
requires the examnation of the conplete bit pattern, and
must therefore be perfornmed off-line, which is its
princi pal disadvantage. However, it is intrinsically nore
secure, since a potential code breaker has to performthe
same operations, wthout any a priori know edge. The
decoding process is not conpletely error free due to the
partial correlation of the inmage data with the encoding
sequence. The dependence of error probabilities on
sequence |length, and the local variance of inmage intensity
is shown in Fig.4. This graph is based on threshol ds which
have been chosen to render the probability of false
detection equal to that of a mssed detection. The above
information is pertinent, where only one msequence is
used for the water mark by encoding its phase. If an
ensenble of sequences is to be enployed, their cross-
correlation needs to be taken into account. In this
respect, m sequences are not optimal ,as shown in
Tabl e.. The RVMS correlation is constrai ned due to a second
monent identity. Unfortunately the sanme does not apply to
the peak value, which is paranount in determning error
probabilities. However, the authors have devel oped a sieve
to constuct sets of msequences with constrained cross-
correlations (4).

2 M-SEQUENCES

M Sequences can be formed from starting vectors by a
Fi bonacci recursion relation. They are of nmaximal |ength
(2"-1) for a vector of length n. The sequences thus forned
(or the polynomals by which they can be generated) forma
finite field called Glois Field. In particular, the
autocorrelation function (and hence spectral distribution)
of msequences resenble that of random Gaussian noise. In



the case of binary noise, the run length distributions and
cross correlations look like those of finite Bernoull

trials such as coin tossing. The simlarity becones cl oser
as the sequence length increases. In fact, inages encoded
W th msequences and one bit Gaussian noise are shown to
be indistinguishable from the original and from each

other. In any case, in many inmaging systens the LSB is
corrupted by hardware inperfections or quantisation noise
and hence its sacrifice is of |limted significance. The

exact choice of code depends on the amount of data to be
enbedded, the errors involved in inmage transm ssion, and
the degree of security required. TABLE | illustrates the
tradeoffs between code length and properties. The code
span is determ ned by the nunber of code bits required to
be known in order to wuniquely deduce the recursion
rel ati on. For msequences the span is unacceptably short.
However, this situation can be renedied by the inclusion
of a non-linear |ook-up table. A translation through this
| ook-up table results in a non-linear code. One particul ar
class of such codes includes the GWV codes. These have a
|arge span whilst retaining the desirable properties of
their parent msequences. In the case of non-linear codes,
it is the rank of the matrix whose entries require
di agonalisation in order to conplete decoding. Therefore
it is a nmeasure of code security against unauthorised
detection. Spans beyond 1000 are readily achievable, and
for practical purposes these sequences are inpossible to
crack. In this respect the proposed system resenbles
traditional public key encryption systens. Qher nethods
of increasing the span and the data content include nodul o
2 addition of tw or nore selected sequences using
selection rules devised by Gold and Kasam. (This is

equi val ent to mul tiplication of their gener at or
pol ynom al s). The properties of these conpound sequences
are presented in TABLE Il. It is apparent that from a

| ogistic point of view, the |arge Kasam sequences or the
Gol d codes offer the best conprom se. Additionally, these
codes can be generated using only several bytes of
i nformation, and hence are ideal for systens which require
dynami cally adaptive encryption keys. The crosstalk is
related to the cross correlation between m sequences.

This, together with inmage transm ssion errors determ ne
the threshold for proper code detection. A strategy of
computing and optimsing these thresholds is presented. A
low crosstalk offers greater immunity to transm ssion
errors or the tolerance of |ower threshold values, and
hence speedier recognition of the <correct data. A
traditional problem associated with any digital coding
system is that of synchronisation. In this respect, m
sequences offer an intrinsic advantage because of their
two valued autocorrel ation property. This nakes them i dea



for synchronisation, along wth their relatives, the
Barker codes. In terns of decoding speed, and consistency
it is possible to nmake use of the unique property called
characteristic phase. The preference of codes of Mersenne
prine length is a result of their abundance, and superi or
peak crosstalk properties. The table was conpiled on the
assunption that each available msequence and its
compl enent are synbols of a conplex alphabet, which is
decoded into standard format by a mapping in a | ook-up
table. The Monash group has perfornmed extensive analysis
of msequence codes and their correlations. Sone of these
results have been used to construct the table, whilst
others will be discussed in the presentation. Finally,
exanpl es of various codes enbedded on typical inmages are
presented and analysed. The paper concludes wth an
anal ysis of a nmethod which would avoid the sacrifice of
the LSB for the insertion of the sequence, and the
ram fications on i mage processi ng and conpression.

TABLE 1

M-SEQUENCE CODE PROPERTIES

CODE LENGTH | DATA BYTES | CROSSTALK (dB) SPAN
MEAN PEAK

127 290 -10.5 -4.9 14

8, 191 176 -19.6 | -10.7 26
131, 071 120 -24.1 3 34

14. 3

262, 1439 60 -27.1 | » -4 7 36
524, 287 215" -22.6 ? 38

# Signifies that only a partial sequence can be

accommodat ed. Hence the inferior crosstalk

suppr essi on.

Signifies longest full sequence. Non Mersenne prine
| engt h!



TABLE 11

PROPERTIES OF SELECTED M-SEQUENCE DERIVED CODES

CODE FAMILY LENGTH | DATA BYTES| CROSSTALK SPAN
MEAN | PEAK
GOLD 262, 143 2,048 227.1 | -24.1 72
KASAMI (SMALL) | 262, 143 4 £ -27.1 72
-30. 1
KASAMI (LARGE) | 262,143 | 1,048, 580 2 -24.1 84
GMW (SHORT) 16, 383 94 ? ? 448
GMW" (LONG) | 268, 435, 37, 044 2 2 28, 67
455 2

Signifies that only 0.1% of the sequence length is
accommuodat ed. This corresponds to only 9.1 spans.
Additionally, a generator of these sequences requires
mermory size of 2%° or 34 MBytes. In contrast, the short GW
sequence generator requires only 34 KByt es!
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